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Plan

• Spectral properties of L may change when going from one repre-
sentation of g to another (limx→±∞Q(x) = 0).

• Spectral properties of L for potentials with constant boundary con-
ditions, i.e. limx→±∞Q(x) = Q±.

• Spectral properties of L possessing Zh as reduction groups.
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Multi-component (matrix) NLS equations and the homogeneous and
symmetric spaces – Fordy, Kulish (1983)

Lax operator:

Lψ(x, t, λ) ≡ i
dψ

dx
+ (Q(x, t)− λJ)ψ(x, t, λ) = 0, (1)

where J ∈ h ⊂ g and Q(x, t) ≡ [J, Q̃(x, t)] ∈ g/h.
Q(x, t) belongs to the co-adjoint orbit MJ of g passing through J .
MNLS type models, related to BD.I symmetric spaces:

Lψ(x, t, λ) ≡ i∂xψ + (Q(x, t)− λJ)ψ(x, t, λ) = 0.

Mψ(x, t, λ) ≡ i∂tψ + (V0(x, t) + λV1(x, t)− λ2J)ψ(x, t, λ) = 0,

V1(x, t) = Q(x, t), V0(x, t) = iad −1
J

dQ

dx
+

1

2

[
ad −1

J Q,Q(x, t)
]
.

In the typical representation of g ≃ so(n+ 2):

Q =




0 ~qT 0
~p 0 s0~q
0 ~pT s0 0


 , J = diag(1, 0, . . . 0,−1). (2)
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For n = 2r − 1

~q = (q1, . . . , qr, q0, qr̄, . . . , q1̄)
T , ~p = (p1, . . . , pr, p0, pr̄, . . . , p1̄)

T ),

while the matrix s0 = S
(n)
0 enters in the definition of so(n): X ∈ so(n)

if X + S
(n)
0 XTS

(n)
0 = 0

S
(n)
0 =

n+1∑

s=1

(−1)s+1E
(n)
s,n+1−s. (3)

J is dual to e1 ∈ Er and allows us to introduce a grading: g = g0⊕g1

[X1, X2] ∈ g0, [X1, Y1] ∈ g1, [Y1, Y2] ∈ g0, (4)

for any X1, X2 ∈ g0 and Y1, Y2 ∈ g1.
The grading splits ∆+ = ∆+

0 ∪∆+
1

(α, e1) = 0; the roots in β ∈ ∆+
1 satisfy (β, e1) = 1.

The Lax pair can be considered in any representation of so(n):

Q(x, t) =
∑

α∈∆+

1

(qα(x, t)Eα + pα(x, t)E−α) . (5)
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The generic MNLS type equations related to BD.I. acquire the form

i~qt + ~qxx + 2(~q, ~p)~q − (~q, s0~q)s0~p = 0,

i~pt − ~pxx − 2(~q, ~p)~p+ (~p, s0~p)s0~q = 0,
(6)

Canonical reduction: ~p = ǫ~q∗, ǫ = ±1 and Hamiltonian:

HMNLS =

∫ ∞

−∞

dx
(
(∂x~q, ∂x ~q∗)− ǫ(~q, ~q∗)2 + ǫ(~q, s0~q)(~q∗, s0 ~q∗)

)
, (7)

0.1 Direct Scattering Problem for L

Jost solutions:

lim
x→−∞

φ(x, t, λ)eiλJx = 11, lim
x→∞

ψ(x, t, λ)eiλJx = 11 (8)

The scattering matrix

T (λ, t) ≡ ψ−1φ(x, t, λ) ∈ SO(n+ 2).
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has the following block-matrix structure

T (λ, t) =



m+

1 −~b−T c−1
~b+ T22 −s0 ~B−

c+1
~B+T s0 m−

1


 , T̂ (λ, t) =




m−
1

~b−T c−1
− ~B+

T̂22 s0~b
−

c+1 −~b+T s0 m+
1


 ,

(9)

Here ~b±(λ, t) and ~B±(λ, t) are n-component vectors, T22(λ) and m±(λ)
are n × n block matrices, and m±

1 (λ), c
±
1 (λ) are scalar functions. Such

parametrization is compatible with the generalized Gauss decomposi-
tions of T (λ).

Generalized Gauss factors of T (λ) as follows:

T (λ, t) = T−
J D

+
J Ŝ

+
J = T+

J D
−
J Ŝ

−
J , (10)

T−
J = e(~ρ

+, ~E−) =




1 0 0
~ρ+ 11 0

c
′′,+
1 ~ρ+,T s0 1


 , T+

J = e(−~ρ−, ~E+) =




1 −~ρ−,T c
′′,−
1

0 11 −s0~ρ−
0 0 1


 ,

S+
J = e(~τ

+, ~E+) =




1 ~τ+,T c
′,−
1

0 11 s0~τ
+

0 0 1


 , S−

J = e(−~τ−, ~E−) =




1 0 0
−~τ− 11 0

c
′,+
1 −~τ−,T s0 1


 ,
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D+
J =



m+

1 0 0
0 m

+
2 0

0 0 1/m+
1


 , D−

J =




1/m−
1 0 0

0 m
−
2 0

0 0 m−
1


 , (11)

c
′′,±
1 =

1

2
(~ρ±,T s0~ρ

±), c
′,±
1 =

1

2
(~τ∓,T s0~τ

∓) (12)

where

~ρ− =
~B−

m−
1

, ~τ− =
~B+

m−
1

, ~ρ+ =
~b+

m+
1

, ~τ+ =
~b−

m+
1

,

If Q(x, t) evolves according to MNLS then the scattering matrix and
its elements satisfy the following linear evolution equations

i
d~b±

dt
± λ2~b±(t, λ) = 0, i

d ~B±

dt
± λ2 ~B±(t, λ) = 0, i

dm±
1

dt
= 0, i

dm±
2

dt
= 0,

(13)
so D±(λ) are generating functionals of the integrals of motion.
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0.2 Riemann-Hilbert Problem

The ISP reduces a Riemann-Hilbert problem (RHP) for the fundamental
analytic solution (FAS)

χ±(x, t, λ) = φ(x, t, λ)S±
J (t, λ) = ψ(x, t, λ)T∓

J (t, λ)D±
J (λ). (14)

i.e.
ξ±(x, λ) = χ±(x, λ)eiλJx

are analytic functions of λ for λ ∈ C±.
The FAS for real λ are linearly related

χ+(x, t, λ) = χ−(x, t, λ)G0,J(λ, t), G0,J(λ, t) = Ŝ−
J (λ, t)S+

J (λ, t).
(15)

Equivalently for the FAS ξ±(x, t, λ) = χ±(x, t, λ)eiλJx which satisfy the
equation:

i
dξ±

dx
+Q(x)ξ±(x, λ)−λ[J, ξ±(x, λ)] = 0, lim

λ→∞
ξ±(x, t, λ) = 11. (16)
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Then these FAS satisfy

ξ+(x, t, λ) = ξ−(x, t, λ)GJ(x, λ, t), GJ (x, λ, t) = e−iλJxG−
0,J(λ, t)e

iλJx.
(17)

Given the solutions ξ±(x, t, λ) one recovers Q(x, t) via the formula

Q(x, t) = lim
λ→∞

λ
(
J − ξ±Jξ̂±(x, t, λ)

)
= [J, ξ1(x)], (18)

By ξ1(x) above we have denoted ξ1(x) = limλ→∞ λ(ξ(x, λ)− 11).

1 Resolvent and spectral decompositions in

the typical representation of g ≃ Br

Theorem 1. Let Q(x) be a potential of L which falls off fast enough

for x → ±∞ and the corresponding RHP has a finite number of simple

singularities at the points λ±j ∈ C±, i.e. χ±(x, λ) have simple poles and

zeroes at λ±j . Then

0-10



1. R±(x, y, λ) is an analytic function of λ for λ ∈ C± having pole singular-

ities at λ±j ∈ C±;

2. R±(x, y, λ) is a kernel of a bounded integral operator for Imλ 6= 0;

3. R(x, y, λ) is uniformly bounded function for λ ∈ R and provides a kernel

of an unbounded integral operator;

4. R±(x, y, λ) satisfy the equation:

L(λ)R±(x, y, λ) = Π1δ(x− y), Π1 = diag(1, 0, . . . , 0, 1). (19)

By definition,

• the continuous spectrum of L fills up the lines in the complex λ-
plane for which R(x, y, λ) a kernel of an unbounded integral oper-
ator;

• the discrete spectrum of L is located at the pole singularities of of
R(x, y, λ).

In our case J has n vanishing eigenvalues which makes the problem
more difficult.
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We can rewrite the Lax operator in the form:

i
∂χ1

∂x
+ ~qT ~χ0 = λχ1,

i
∂~χ0

∂x
+ ~q ∗χ1 + s0~qχ−1 = 0,

i
∂χ−1

∂x
+ ~q †s0~χ0 = λχ−1,

(20)

where we have split the eigenfunction χ(x, λ) of L into three according
to the natural block-matrix structure compatible with J :

χ(x, λ) =




χ1

~χ0

χ−1


 .

The equation for ~χ0 can not be treated as eigenvalue equations; they can
be formally integrated with:

~χ0(x, λ) = ~χ0,as + i

∫ x

dy (~q ∗χ1 + s0~qχ−1) , (21)
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which eventually casts the Lax operator into the following integro-differential
system with non-degenerate λ dependence.

i
∂χ1

∂x
+ i~qT (x)

∫ x

dy (~q ∗χ1 + s0~qχ−1) (y, λ) = λχ1,

i
∂χ−1

∂x
+ i~q †(x)s0

∫ x

dy (~q ∗χ1 + s0~qχ−1) (y, λ) = −λχ−1,

(22)

Similarly we can treat the operator which is adjoint to L whose FAS
χ̂(x, λ) are the inverse to χ(x, λ), i.e. χ̂(x, λ) = χ−1(x, λ). Splitting each

of the rows of χ̂(x, λ) into components as follows χ̂(x, λ) = (χ̂1, ~̂χ0, χ̂−1)
we get:

i
∂χ̂1

∂x
− (~̂χ0, ~q

∗)− λχ̂1 = 0,

i
∂~̂χ0

∂x
− χ̂1~q

T − χ̂−1~q
†s0 = 0,

i
∂χ̂−1

∂x
− (~̂χ0, s0~q)− λχ̂−1 = 0,

(23)
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Again the equation for ~̂χ0 can be formally integrated with:

~̂χ0(x, λ) = ~̂χ0,as + i

∫ x

dy
(
χ̂1(y, λ)~q

T (y) + χ̂−1(y, λ)~q
†(y)s0

)
, (24)

Now we get the following integro-differential system with non-degenerate
λ dependence.

i
∂χ̂1

∂x
− i

∫ x

dy
(
χ̂1(y, λ)(~q

T (y), ~q ∗(x)) + χ̂−1(y, λ)(~q
†(y)s0~q

∗(x))
)
+ λχ̂1 = 0,

i
∂χ̂−1

∂x
− i

∫ x

dy
(
χ̂1(y, λ)(~q

T (y)s0~q(x)) + χ̂−1(y, λ)(~q
†(y), ~q(x))

)
− λχ̂−1 = 0,

(25)

The kernel R(x, y, λ) of the resolvent is given by:

R(x, y, λ) =

{
R+(x, y, λ) for λ ∈ C+,
R−(x, y, λ) for λ ∈ C

−,
(26)

where

R±(x, y, λ) = ±iχ±(x, λ)Θ±(x− y)χ̂±(y, λ), (27)

0-14



Θ±(z) = θ(∓z)E11 − θ(±z)(11 − E11),

The completeness relation for the eigenfunctions of L is derived by
contour integration method

J′(x, y) =
1

2πi

∮

γ+

dλΠ1R
+(x, y, λ)− 1

2πi

∮

γ−

dλΠ1R
−(x, y, λ), (28)

where Π1 = E11 + En+2,n+2.
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Фигура 1: The contours γ± = R ∪ γ±∞.
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Now the kernel of the resolvent has poles of second order at λ = λ±k ;
therefore

Π1δ(x− y)

=
1

2π

∫ ∞

−∞

dλΠ1

{
|χ[1]+(x, λ)〉〈χ̂[1]+(y, λ)| − |χ[n+2]−(x, λ)〉〈χ̂[n+2]−(y, λ)|

}

+ 2i
N∑

j=1

{
Res
λ=λ+

k

R+(x, y, λ) + Res
λ=λ−

k

R−(x, y, λ)

}
.

where

Res
λ=λ±

k

R±(x, y, λ) = ±(λ−k −λ+k )Π1

(
χ+,(k)(x) ˆ̇χ+,(k)(y) + χ̇+,(k)(x)χ̂+,(k)(y)

)

(29)

• the continuous spectrum of L has multiplicity 2 and fills up the
whole real axis R of the complex λ-plane;

• the resolvent kernel R(x, y, λ) has second order poles at λ = λ±k .

0-17



2 Resolvent and spectral decompositions in

the adjoint representation of g ≃ Br

The simplest realization of L in the adjoint representation is to make use
of the adjoint action of Q(x)− λJ on g:

Ladead ≡ i
∂ead
∂x

+ [Q(x)− λJad, ead(x, λ)] = 0. (30)

ead take values in the Lie algebra g; they are known also as the ‘squared
solutions’ of L and appear in a natural way in the analysis of the trans-
form from the potential Q(x, t) to the scattering data of L.

Introduce:

e±α,ad(x, λ) = χ±Eαχ̂
±(x, λ), e±j,ad(x, λ) = χ±Hjχ̂

±(x, λ), (31)

where χ±(x, λ) are the FAS of L and Eα, Hj form the Cartan-Weyl basis
of g.

In the adjoint representation Jad· ≡ ad J · ≡ [J, ·] has kernel. so we
need the projector:

πJX ≡ ad−1
J ad JX, (32)
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In particular, the potential Q provides a generic element of the image of
πJ , i.e. πJQ ≡ Q.

From the Wronskian relations we are able to introduce two sets of
squared solutions:

Ψ
±
α = πJ(χ

±(x, λ)Eαχ̂
±(x, λ)), Φ

±
α = πJ (χ

±(x, λ)E−αχ̂
±(x, λ)), α ∈ ∆+

1 .

We remind that the set ∆+
1 contains all roots of so(2r + 1) for which

α(J) > 0.
Each of the above two sets are complete sets of functions in the space

of allowed potentials. Apply again the contour integration method to the
integral

JG(x, y) =
1

2πi

∮

γ+

dλG+(x, y, λ)− 1

2πi

∮

γ−

dλG−(x, y, λ), (33)
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where the Green function is defined by:

G±(x, y, λ) = G±
1 (x, y, λ)θ(y − x)−G±

2 (x, y, λ)θ(x− y),

G±
1 (x, y, λ) =

∑

α∈∆+

1

Ψ
±
±α(x, λ)⊗Φ

±
∓α(y, λ),

G±
2 (x, y, λ) =

∑

α∈∆0∪∆−

1

Φ
±
±α(x, λ)⊗Ψ

±
∓α(y, λ) +

r∑

j=1

h
±
j (x, λ)⊗ h

±
j (y, λ),

h±
j (x, λ) = χ±(x, λ)Hjχ̂

±(x, λ),

The result – VSG (1984) and after:

δ(x− y)Π0J =
1

π

∫ ∞

−∞

dλ(G+
1 (x, y, λ)−G−

1 (x, y, λ))

− 2i
N∑

j=1

(G+
1,j(x, y) +G−

1,j(x, y)),

Π0J =
∑

α∈∆+

1

(Eα ⊗ E−α − E−α ⊗ Eα),

(34)
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G±
1,j(x, y) =

∑

α∈∆+

1

(Ψ̇
±

±α;j(x)⊗Φ
±
∓α;j(y) +Ψ

±
±α;j(x)⊗ Φ̇

±

∓α;j(y)).

• the continuous spectrum of Lad ≃ Λ± has multiplicity 2n and fills
up the whole real axis R of the complex λ-plane;

• the Green function G(x, y, λ) has second order poles at λ = λ±k ;

• eq. (34) provides the spectral decomposition of Λ±

2.1 Expansion over the ‘squared solutions’

The expansion of Q(x)

Q(x) =
i

π

∫ ∞

−∞

dλ
∑

α∈∆+

1

(
τ+α (λ)Φ+

α (x, λ)− τ−α (λ)Φ−
−α(x, λ)

)

+ 2

N∑

k=1

∑

α∈∆+

1

(
τ+α;jΦ

+
α;j(x) + τ−α;jΦ

−
−α;j(x)

)
,
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Q(x) = − i

π

∫ ∞

−∞

dλ
∑

α∈∆+

1

(
ρ+α (λ)Ψ

+
−α(x, λ)− ρ−α (λ)Ψ

−
α (x, λ)

)

− 2
N∑

k=1

∑

α∈∆+

1

(
ρ+α;jΨ

+
−α;j(x) + ρ−α;jΨ

−
α;j(x)

)
,

The next expansion is of ad −1
J δQ(x):

ad−1
J δQ(x) =

i

2π

∫ ∞

−∞

dλ
∑

α∈∆+

1

(
δτ+α (λ)Φ+

α (x, λ) + δτ−α (λ)Φ−
−α(x, λ)

)

+
N∑

k=1

∑

α∈∆+

1

(
δW+

α;j(x)− δ′W−
−α;j(x)

)
,
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ad −1
J δQ(x) =

i

2π

∫ ∞

−∞

dλ
∑

α∈∆+

1

(
δρ+α (λ)Ψ

+
−α(x, λ) + δρ−α (λ)Ψ

−
α (x, λ)

)

+
N∑

k=1

∑

α∈∆+

1

(
δW̃+

−α;j(x)− δW̃−
α;j(x)

)
,

where

δW±
±α;j(x) = δλ±j τ

±
α;jΦ̇

±

±α;j(x) + δτ±α;jΦ
±
±α;j(x),

δW̃±
∓α;j(x) = δλ±j ρ

±
α;jΨ̇

±

∓α;j(x) + δρ±α;jΨ
±
∓α;j(x),

Φ
±
±α;j(x) = Φ

±
±α(x, λ

±
j ), Φ̇

±

±α;j(x) = ∂λΦ
±
±α(x, λ)|λ=λ±

j
.

Consider the class of variations of Q(x, t) due to the evolution in t:

δQ(x, t) ≡ Q(x, t+ δt)−Q(x, t) =
∂Q

∂t
δt+ (O)((δt)2). (35)

Assuming that δt is small and keeping only the first order terms in δt
we get the expansions for ad −1

J Qt. They are obtained from the above by
replacing δρ±α (λ) and δτ±α (λ) by ∂tρ

±
α (λ) and ∂tρ

±
α (λ).
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2.2 The generating operators

Analogy between the standard Fourier transform and the expansions over
the ‘squared solutions’.

D0 = −i d
dx

D0e
iλx = λeiλx,

Λ± =? Λ±Ψ
+
−α(x, λ) = λΨ+

−α(x, λ).

Therefore we introduce the generating operators Λ± through:

(Λ+ − λ)Ψ+
−α(x, λ) = 0, (Λ+ − λ)Ψ−

α (x, λ) = 0, (Λ+ − λ±j )Ψ
+
∓α;j(x) = 0,

(Λ− − λ)Φ+
α (x, λ) = 0, (Λ− − λ)Φ−

−α(x, λ) = 0, (Λ+ − λ±j )Φ
+
±α;j(x) = 0.

The generating operators Λ± are given by:

Λ±X(x) ≡ ad−1
J

(
i
dX

dx
+ i

[
Q(x),

∫ x

±∞

dy [Q(y), X(y)]

])
. (36)

The completeness relation can be viewed as the spectral decomposi-
tions of the recursion operators Λ±.
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3 Resolvent and spectral decompositions in

the spinor representation of g ≃ Br

In the spinor representation the Lax operators take the form:

Lspψsp = i
∂ψsp

∂x
+ (Qsp − λJsp)ψsp(x, λ) = 0, (37)

where Qsp(x, t) and Jsp are 2r × 2r matrices of the form:

Qsp =

(
0 q

q† 0

)
, Jsp =

1

2

(
112r−1 0
0 −112r−1

)
, (38)

The spinor representations of so(2r + 1) are realized by symplectic
(resp. orthogonal) matrices if r(r+1)/2 is odd (resp. even). Thus we can
view the spinor representations of so(2r + 1) as imbedded in the typical
representations of sp(2r) (resp. so(2r)) algebra.
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This spectral problem is technically more simple to treat.

ψ(x, λ) ≃
x→∞

e−iλJx, φ(x, λ) ≃
x→−∞

e−iλJx,

T (λ) =

(
a+ −b−

b+ a−

)
,

ψ(x, λ) = (ψ−(x, λ), ψ+(x, λ)), φ(x, λ) = (φ+(x, λ), φ−(x, λ)),

χ+(x, λ) = (φ+(x, λ), ψ+(x, λ)), χ−(x, λ) = (ψ−(x, λ), φ−(x, λ)),
(39)

3.1 The Gauss factors in the spinor representation

The Gauss factors of Tsp(λ) and FAS:

χ+
sp(x, λ) ≡

(
|φ+〉, |ψ+ĉ+〉

)
(x, λ) = φ(x, λ)S+

sp(λ) = ψsp(x, λ)T
−
sp(λ)D

+
sp(λ),

χ−
sp(x, λ) ≡

(
|ψ−ĉ−〉, |φ−〉

)
(x, λ) = φ(x, λ)S−

sp(λ) = ψsp(x, λ)T
+
sp(λ)D

−
sp(λ),

(40)
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where the block-triangular functions S±
sp(λ) and T±

sp(λ) are given by:

S+
sp(λ) =

(
11 d−ĉ

+(λ)
0 11

)
, T−

sp(λ) =

(
11 0

b+â
+(λ) 11

)
,

S−
sp(λ) =

(
11 0

−d+ĉ
−(λ) 11

)
, T+

sp(λ) =

(
11 −b−â

−(λ)
0 11

)
, (41)

The matrices D±
sp(λ) are block-diagonal and equal:

D+
sp(λ) =

(
a+(λ) 0

0 ĉ
+(λ)

)
, D−

sp(λ) =

(
ĉ
−(λ) 0
0 a−(λ)

)
. (42)

The supper scripts ± here refer to their analyticity properties for λ ∈ C±.
The resolvent Rsp(λ) of Lsp is again expressed through the FAS

Rsp(λ)f(x) =

∫ ∞

−∞

Rsp(x, y, λ)f(y). (43)

where Rsp(x, y, λ) are given by:

Rsp(x, y, λ) =

{
R+

sp(x, y, λ) for λ ∈ C+,
R−

sp(x, y, λ) for λ ∈ C
−,

(44)
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and

R±
sp(x, y, λ) = ±iχ±

sp(x, λ)Θ
±(x− y)χ̂±

sp(y, λ), Θ±(z) =

(
θ(∓z)11 0

0 −θ(±z)11

)

(45)

4 MNLS with Constant Boundary Conditions

Require: i) regular behaviour of the solutions for t→ ±∞;
ii) require that the spectrum of the two asymptotic operators L± =
id/dx+ U±(λ) have the same spectrum. Here

U(x, t, λ) = Q(x, t)−λJ, U±(λ) ≡ lim
x→±∞

U(x, t, λ) = Q±−λJ. (46)

The first requirement can be satisfied by regularizing the MNLS, i.e.
by conveniently adding linear in q terms. The corresponding regularized
MNLS have the form:

iqt + qxx − 2qq†q + qµ+ µ̄q = 0, (47)
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lim
x→±∞

q(x, t) = q±, µ = q
†
+q+ = q

†
−q−, µ = q+q

†
+ = q−q

†
−.

ii) Q+ = u−1
θ Q−uθ.

then U+(λ) and U−(λ) have the same sets of eigenvalues.
The M -operators of the MNLS with CBC contains additional terms

V0(x, t) = −[Q, ad−1
J Q] + 2iad−1

J Qx(x, t) + [Q±, ad−1
J Q±]. (48)

with Q± which ensure the regular behavior of the solutions for large t.
The Lax operator can be associated with a symmetric spaces if

A.II g ≃ AN−1 ≡ sl(N), J = H~a, where the vector ~a in the root space

Er dual to J is given by ~a =
∑s

k=1 ek −∑N
k=s+1 ek;

In the next two cases s = r and N = 2r is even.

C.II g ≃ Cr ≡ sp(2r), J = H~a, where the vector ~a in the root space Er

dual to J is given by ~a =
∑r

k=1 ek;

D.III g ≃ Dr ≡ so(2r), J = H~a, where the vector ~a in the root space
E
r dual to J is given by ~a =

∑r
k=1 ek.
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BD.I g ≃ Dr ≡ so(2r) for N = 2r and g ≃ Br ≡ so(2r + 1) for
N = 2r + 1, J = He1 .

The spectrum of the asymptotic operators L± is purely continuous
and is determined by the the eigenvalues of Q± which generically may
be arbitrary complex numbers. The spectra of A-type symmetric spaces
were described by VSG, Kulish (1983).

a) νk 6= ±ν∗k , k = 1, . . . , l1 – two branches of two-fold spectrum filling
up the hyperbola’s arcs Reλ Imλ = Re νkIm νk on which |Reλ| ≥
|Re νk|;

b) νl1+k = −ν∗l1+k = iζk, k = 1, . . . , l2 – two branches of two-fold spec-
trum filling up the real axis and the segment |Imλ| ≤ |ζk| of the
imaginary axis;

c) νl1+l2+k = ν∗l1+l2+k = mk, k = 1, . . . , l3 = r − l1 − l2 + 1 – two branch-
es of two-fold spectrum filling up the segments |Reλ| ≥ |mk| of the
real axis;
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For C.II- and D.III-type symmetric spaces the spectra consist of four
branches filling up the hyperbola’s arcs Reλ Imλ = ±Re ν1Im ν1 on
which |Reλ| ≥ |Re ν1|, see the right panel of the figure - VSG 2004.
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Фигура 2: Left panel: the continuous spectrum of L, generic case; Right
panel: the continuous spectrum of the sp(4) and so(8) MNLS with CBC
for D < 0; the only difference is that while the multiplicity of the spectra
of sp(4) is 2 the one for so(8) is 4.
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4.1 Spectral properties of sp(4)–MNLS with CBC

As mentioned in Section 3, the continuous spectrum of the GZS system is
determined by the set of eigenvalues {νj , j = 1, 2} of the matrices q+r+ =
q−r−. These eigenvalues for Q± with r = 2 satisfy the characteristic
equation:

ν2 −K0ν +K1 = 0, K0 =
1

2
trQ2

±, K1 = detQ±. (49)

and determine the end points of the spectrum. If we impose on Q(x, t),
and consequently on Q± the involution (Z2-reduction):

B−1
1 Q†B1 = Q, B1 = diag (1, ǫ, ǫ, 1), ǫ = ±1. (50)

which in components takes the form:

r1 = ǫq∗1 , r2 = q∗2 , r3 = q∗3 . (51)

Then the coefficients K0 and K1 equal:

K0 = 2ǫ|q±1 |2 + |q±2 |2 + |q±3 |2, K1 = |(q±1 )2 + q±2 q
±
3 |2 (52)
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We have three possibilities for the roots ν1, ν2 of eq. (49) depending on
the sign of the discriminant:

D =
1

4
K2

0 − 4K1. (53)

a) D > 0, i.e. the roots ν1 > ν2 are different and real. The continuous
spectrum of L fills up two pairs of rays on the real axis |Reλ| > ν1
and |Reλ| > Re ν2;

b) D = 0, i.e. the roots ν1 = ν2; the two pairs of rays in a) now coincide;
the total multiplicity of the spectrum is 4;

c) D < 0, i.e. the roots νj are complex-valued and ν1 = ν∗2 ; The contin-
uous spectrum of L fils up two branches of two-fold spectrum along
the hyperbola’s arcs Reλ Imλ = Re νkIm νk, see the right panel of
fig. 2;

In the generic case there are no apriory limitations as to the positions
of the discrete eigenvalues. Such may come up if we consider potentials
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Q = −Q†; then the GZS system become equivalent to a formally self-
adjoint linear problem whose spectrum should be confined to the real
λ-axis only. The formal self-adjointness takes place for ǫ = 1.

4.2 Spectral properties of so(8)-MNLS with CBC

The characteristic equation for q±r± takes more simple form:

det(q±r± − ν) = (ν2 −K0ν +K1)
2, (54)

where the coefficients Kj now are given by:

K0 =
1

2
tr (q±r±) =

∑

1≤i<j≤4

q±ijr
±
ij , (55)

K1 = (det(q±r±))
1/2 = (q±13q

±
24 − q±34q

±
12 − q±23q

±
14)(r

±
13r

±
24 − r±34r

±
12 − r±23r

±
14).

An involution of the type (50) gives rij = ǫiǫjq
∗
ij with ǫj = ±1 and

makes the coefficients K0, K1 real. Besides now each of the eigenvalues
νj , j = 1, 2 is two-fold. Again we have the three possibilities depending
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on the value of D; the only difference is that the multiplicity of each
of the branches is 4. This imposes certain symmetry on the locations
of the eigenvalues of νj which in fact determine the end-points of the
continuous spectra of L.

5 BD.I-type MNLS with CBC

The BD.I-type MNLS with CBC take the form

i~qt + ~qxx + 2ǫ
(
(~q†, ~p)− η0

)
~q − ((~q, s0~q)− η̃0) s0~q

∗ = 0,

η0 = lim
x→±∞

(~q†, ~p), η̃0 = lim
x→±∞

(~qT s0~q),
(56)

The Lax pair has different spectral properties.

L± = i
d

dx
+ U±(λ), U(x, λ) = q(x, t)− λJ,

q =




0 ~qT 0
~p 0 s0~q
0 ~pT s0 0


 , J =




1 0 0
0 0 0
0 0 −1


 , U± = lim

x→±∞
U(x, λ) = q± − λJ.
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Additional reduction:

~p(x, t) = K1~q
∗, K2

1 = 11.

Request that

(~q†+, ~p+) = (~q†−, ~p−), (~qT+, s0~q+) = (~qT−, s0~q−), (~pT+, s0~p+) = (~pT−, s0~p−).

This condition means that the asymptotic Lax operators:

L± = i
d

dx
+ U±(λ)

have the same spectrum determined by the roots of the characteristic
polynomial:

µn−2(µ4 − µ2(2f0 + λ2) + f20 − f1) = 0,

f0 = (~qT±, ~p±), f1 = (~qT±s0~q±)(~p
T
±s0~p±),

(57)

The nontrivial roots of this polynomial are given by:

µ2
1,2 =

λ2

2
+ f0 ±

√
λ4 + 4f0λ2 + 4f1
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and the continuous spectrum of Las lies on those lines in the complex
λ-plane on which

Imµj(λ) = 0.

The Jost solutions are determined by their asymptotics for x→ ±∞
as follows:

ψ(x, λ) −→ u0,+e
iµ(λ)xû0,+, for x→ ∞;

φ(x, λ) −→ u0,−e
iµ(λ)xû0,−, for x→ −∞;

Q± − λJ = u0,±µ(λ)û0,±, µ(λ) = diag (µ1(λ), . . . , µn(λ)),

µ2
1,n(λ) =

λ2 + 2a+
√
λ4 + 4aλ2 + b

2
, µ2

2,n−1(λ) =
λ2 + 2a−

√
λ4 + 4aλ2 + b

2
,

µ3,4,...,n−2 = 0, a = (~r±, ~q±), b = 4(~r±, s0~r±)(~q±, s0~q±).

The continuous spectrum of L is determined by Reµk(λ) = 0. If b = 4a2

this simplifies
µ2
1,n = λ2 + 2a, µ2,3,...,n−1 = 0.

With the reduction ~r = −~q∗ we get that a = −m2
0/2 < 0 and the

spectrum fills in the two semiaxis |λ| > m0.
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λ

ρ0

−ρ0

✲

✻

The continuous spectrum of L± for BD.I-type MNLS with non-typical
reductions and f1 = f20 and ρ0 =

√
−2f0.
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λ

ρ0−ρ0
✲

✻

The continuous spectrum of L± for BD.I-type MNLS with typical re-
duction and f1 = f20 . Here ρ0 =

√
−2f0 and f0 < 0.
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6 Generalized Zakharov-Shabat systems with

deep reductions

6.1 Mikhailov’s reduction group

Lax representation:
[L(λ),M(λ)] = 0,

L(λ) = i
d

dx
+U(x, λ), M(λ) = i

d

dt
+V (x, λ), U(x, λ), V (x, λ) ∈ g

GR – finite group of Aut g × Confλ

GR

Autg
ր
ց

Conf C

,

Ck(U(Γk(λ))) = ηkU(λ), Ck(V (Γk(λ))) = ηkV (λ), (58)

For each gk there exist an integer Nk such that gNk

k = 11.
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Finite subgroups of Confλ: Zh,Dh,T,O, I
Examples for all these groups constructed by Mikhailov in (1978) -
(1980). 2d Toda field theory.

1) C1(U
†(κ1(λ))) = U(λ), C1(V

†(κ1(λ))) = V (λ),

2) C2(U
T (κ2(λ))) = −U(λ), C2(V

T (κ2(λ))) = −V (λ),

3) C3(U
∗(κ1(λ))) = −U(λ), C3(V

∗(κ1(λ))) = −V (λ),

4) C4(U(κ2(λ))) = U(λ), C4(V (κ2(λ))) = V (λ),

We will illustrate these reductions on two basic examples:
A) generalized Zakharov-Shabat systems related to homogeneous spaces:

U(x, t, λ) = [J,Q(x, t)]− λJ, V (x, t, λ) = [I,Q(x, t)]− λI,

where J = diag (a1, . . . , an), a1 > a2 > · · · > an;
used first by Zakharov and Manakov (1974) to solve the N -wave equa-
tions;
B) generalized Zakharov-Shabat systems related to symmetric spaces:

Lψ(x, t, λ) ≡ i∂xψ + (Q(x, t)− λJ)ψ(x, t, λ) = 0.
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Mψ(x, t, λ) ≡ i∂tψ + (V0(x, t) + λV1(x, t)− λ2J)ψ(x, t, λ) = 0,

V1(x, t) = Q(x, t), V0(x, t) = iad −1
J

dQ

dx
+

1

2

[
ad −1

J Q,Q(x, t)
]
.

used first by Manakov (1974) to solve the first multicomponent NLS
system; general theory for MNLS developed later by Fordy and Kulish
(1983).

7 Zh-reductions

The Zh-reduction condition is introduced by:

C(Ũ(x, t, λω)) = Ũ(x, t, λ), C(Ṽ (x, t, λω)) = Ṽ (x, t, λ),

Ch = 11, κ(λ) = λω, ω = exp(2πi/h).

and h - Coxeter number of g; C- Coxeter automorphism.
Important NLEE obtained with this reduction:
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2-dim Toda field theories (Mikhailov 1980)

∂2qk
∂x∂t

= eqk+1−qk − eqk−qk−1 , k = 1, . . . , n, eqn+1 ≡ eq1 .

Zh-NLS

i
∂qk
∂t

+ γ coth
πk

n

∂2qk
∂x2

+ iγ
n−1∑

p=1

d

dx
(qpqk−p) = 0, k = 1, . . . , n, (59)

and k − p is understood modulo n and q0 = qn = 0.
Lax representations.

[L(λ),M(λ)] = 0, (60)

L(λ)ψ(x, t, λ) =

(
i
d

dx
+Q(x, t)− λJ

)
ψ(x, t, λ) = 0; (61)

M1(λ)ψ =

(
i
d

dt
+ V0(x, t) + λV1(x, t) + λ2V2

)
ψ(x, t, λ) = λ2ψ(x, t, λ)V as

2 ;
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Фигура 3: Spectral properties of Zh reduced Lax operators (h = 3).

M2(λ)ψ =

(
i
d

dt
+ V0(x, t) +

1

λ
V−1(x, t)

)
ψ(x, t, λ) =

1

λ
ψ(x, t, λ)V as

−1;

where V as
2 = limx→±∞ V2(x, t) and V as

−1 = limx→±∞ V−1(x, t).
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Two FAS χ±(x, λ), λ ∈ C±

Eigenvalues of J are all real
J = diag (J1, J2, . . . , Jn)
Continuous spectrum:
Imλ(Ji − Jk) = 0 ⇒ S ≡ R

RHP on R:

χ+(x, λ) = χ−(x, λ)G(λ), λ ∈ R

Eigenvalues come in pairs:
λ+k , λ

−
k = (λ+k )

∗

G ∈ G

2h FAS χν(x, λ), λ ∈ Ων

Eigenvalues of J are not real:
J = diag (1, ω, ω2, . . . , ωh−1)
Continuous spectrum:
Imλ(ωi − ωk) = 0 ⇒ S ≡ ∪h−1

ν=0lν
RHP on ∪h−1

ν=0lν :

χν+1(x, λ) = χν(x, λ)Gν(λ), λ ∈ lν

Eigenvalues come in 2h-tuples:
λ+k ω

s, λ−k ω
s,, s = 0, 1, . . . , h− 1

G ∈ Gν = ⊗SL(2)
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Algebraic structures: graded Lie and Kac-Moody algebras

g =
h−1
⊕
k=0

g(k), (62)

which are eigensubspaces of C, i.e. if

X(k) ∈ g(k) ⇔ C(X(k)) = ω−kX(k), (63)

Grading condition:
[
X(k), X(m)

]
= X(k+m) ∈ g(k+m). (64)

8 Fundamental analytic solutions and spec-

tral properties of L

The Zh-symmetry imposes the following constraints on the FAS and on
the scattering matrix and its factors:

ξν(x, λω) = ψν(x, λω)Tν(λ) = φν(x, λω)Sν(λ), (65а)
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C0ξ
ν(x, λω)C−1

0 = ξν−2(x, λ), C0Tν(λω)C
−1
0 = Tν−2(λ),(65б)

C0S
±
ν (λω)C−1

0 = S±
ν−2(λ), C0D

±
ν (λω)C

−1
0 = D±

ν−2(λ), (65в)

where the index ν − 2 should be taken modulo 2n. Independent data –
only on two rays, e.g. on l1 and l2n ≡ l0.

9 Expansions over the squared solutions

The ‘squared solutions’

e±ν,β(x, λ) = χνEβχ̂ν(x, λ), e±ν,β(x, λ) = P0J(χνEβχ̂ν(x, λ)),

P0J = ad−1
J ad J – the projector onto the off-diagonal part of the corre-

sponding matrix-valued function.
The squared solution are complete set of functions.

Q(x) = − i

π

h−1∑

ν=0

(−1)ν
∫

lν

dλ
∑

α∈δnu+

(τν,α(λ)eν,α(x, λ)− τν,α(λ)eν,−α(x, λ))
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Q(x) ⇆ {τν,±α (λ), α ∈ δ+ν ∪ δ−ν },

ad−1
J δQ(x) =

i

π

h−1∑

ν=0

(−1)ν
∫

lν

dλ
∑

α∈δnu+

(δτν,α(λ)eν,α(x, λ) + δτν,α(λ)eν,−α(x, λ))

and similarly:
δQ(x) ⇆ {δτν,±α (λ), α ∈ δ+ν ∪ δ−ν },

ad−1
J

dQ

dt
=

i

π

h−1∑

ν=0

(−1)ν
∫

lν

dλ
∑

α∈δnu+

(τν,α
dt

(λ)eν,α(x, λ) +
τν,α
dt

(λ)eν,−α(x, λ)
)

(66)

10 Recursion operators

eν,α(x, λ) =

h−1∑

k=0

e(k)ν,α(x, λ), e(k)ν,α(x, λ) ∈ g(k),
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In addition we have to split each of the projections e
(k)
ν,α(x, λ) into diag-

onal and off-diagonal parts:

e(k)ν,α(x, λ) = e(k),dν,α (x, λ) + e(k),fν,α (x, λ),

This requires that we have to establish which of the linear subspaces g(k)

have nontrivial section with h. To this end we make use of the explicit
form of the Coxeter element C of the Weyl group and its eigenvectors.
It is most effective to use the dihedral realization of C in the form:

C = w0w1, w2
0 = 11, w2

1 = 11, Ch = 11.

Evaluate the action of C in the root space Er and determine its eigen-
vectors:

C~x(k) = ωmk~x(k), ω = exp(2πi/h).

The integers mk, k = 1, . . . , r are called the exponents of g. Next we
consider the elements H(k) of the Cartan subalgebra h that are dual to
~x(k). They obviously satisfy:

C(H(k)) = ωmkH(k), i.e. H(k) ∈ g(mk).
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Let g ≃ Br, Cr. Then mk = 2k − 1, k = 1, . . . , r; also h = 2r.

dim(g(2k−1) ∩ h) = 1, dim(g(2k) ∩ h) = 0.

Choose J = H(m1), then H(mk) = Jmk and:

e(2k)ν,α (x, λ) ≡ e(2k)ν,α (x, λ), eνα,mk
(x, λ) = eν,dα,mk

(x, λ) + eνα,mk
(x, λ),

Thus we get:

Λ±
mk

eνα,mk
(x, λ) = λeνα,mk−1(x, λ), Λ0e

ν
α,mk+1(x, λ) = λeνα,mk

(x, λ),
(67)

where

Λ±
mk
X(x) ≡ ad −1

J

(
i
dX

dx
+ P0J [Q(x), X(x)]

+ i [Q(x), Jmk ]

∫ x

±∞

dy
〈
Jh−mk , [Q(y), X(y)]

〉)
,

Λ0X(x) ≡ ad −1
J

(
i
dX

dx
+ [Q(x), X(y)]

)
.

(68)
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Thus we get that for Zh-reduced systems the recursion operators
factorize as follows:

Λ±
m1

Λ0Λ
±
m2

Λ0 · · ·Λ±
mr−1

Λ0Λ
±
mr

Λ0e
ν
∓α,0(x, λ) = λheν∓α,0(x, λ),

Λ0Λ
±
m2

Λ0Λ
±
m3

· · ·Λ0Λ
±
mr

Λ0Λ
±
m1

eν∓α,1(x, λ) = λheν∓α,1(x, λ),
(69)

i.e.

Λ
±
0 = Λ±

m1
Λ0Λ

±
m2

Λ0 · · ·Λ±
mr

Λ0, Λ
±
1 = Λ0Λ

±
m2

Λ0Λ
±
m3

· · ·Λ±
mr

Λ0Λ
±
m1

(70)
and similar expressions for the operators Λ

±
k with k > 1. Similar, but

more complicated factorizations exist also for Dr and for the exceptional
Lie algebras.

11 Conclusions and perspectives

We described the spectral properties of wide class of Lax operators and
showed that they crucially depend on

• the choice of the representation of g
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• on the choice of the boundary conditions for the potential;

• on the choice of the group of reductions Zh, h > 2;

• demonstrated the factorization properties of Λ-operators for Zh-
reduced systems

Perspectives:
Analyze new classes of NLEE whose Lax operators have reduction

groups Dh and

• describe the spectral properties of new classes of Lax operators
with reduction groups Dh

• derive their soliton solutions

• derive completeness relations for the ‘squared solutions’

• derive their recursion operators

This will allow us to formulate all fundamental properties of the NLEE.
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Thank you for your attention!
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