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Original HF
Introduction

o Classical 1 + 1-dimensional Heisenberg ferromagnet equation (HF)
S: =S X Sy, S?=1.

S = (51, 52, S3) is the spin vector of a one-dimensional ferromagnet.

o HF has a zero curvature representation [L(\), A(A)] = 0 with (Lax)
operators L(\) and A(X) of the form:

L(\) = i0,—A\S, XeC,
A\) = i+ %[5, Si]+2M%S

where i = v/—1 and

o S s-is
A\ S +iS -8 )
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@ Integrable generalizations of HF:

» Two component system [Gerdjikov-Mikhailov-Valchev] and
[Yanovski-Valchev]:

g e + Up o + [(eulu:’f’x + uzug,x)ul]x =0, e =1,

iup ¢ + Uz + [(€tnU]  + tau; 2] = 0
where u; and wu, satisfy the constraint:
elu > + |w]? = 1.
» Vector system [Golubchik-Sokolov]:
iuy + [(uvT)X u]X +4 (uTKv) u=0,
ivy — [(vuT)Xv]X —4 (uTKv) v=0.

K is a constant diagonal matrix and the vectors u and v fulfill:
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@ Purpose of the talk: Discussion of a new integrable matrix
generalizations of HF and its hierarchy (work in progress).

@ Main object of study is the system:
iug + [(uvT)Xu — u(vTu)X] = 0,
X
vy + [v(uTv)X - (vuT)Xv] =0
X

for the n x m matrices u(x, t) and v(x, t).

o Pseudo-Hermitian reduction: v ~ u*.
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Matrix Heisenberg Ferromagnet Equation

o Lax pair related to SU(m + n)/S(U(m) x U(n))
Consider the following L — A pair:

L(A) = i0x—AS, AeC

A(N) = 10 + ML + N2A;
where
0 u’ 0 a’
2r .
A = m+n]1m+,,—52, r < min(m, n).

Above, u(x, t), v(x, t), a(x, t) and b(x, t) are n X m matrices.
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o Additional algebraic constraint
We require that
S$*=5s.

@ Spectral properties of S
The above constraint means that S is diagonalizable with eigenvalues
0 (multiplicity m + n — 2r) and £1 (multiplicity r).

o Characteristic polynomial of ad s (technical remark)
As a result of the above constraints we have:

ad? —5ad% +4ad s = 0.
This is why we can pick up

ad ! = %(Sads —ad})
as an (right) inverse operator of ad s.
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o Additional algebraic constraints Il
Written in more detail, the constraint S3 = S reads:

UTVUT:UT, VUTV:V.

Remark

The above relations mean that
2 2
(uTv> = uTv, (vuT> =wu’.

The two projectors have the same rank r < min(m, n).
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@ Special cases:
» Assume that m < n. Then both constraints can be replaced with

u'v=1,,.

In particular, if u(x, t) and v(x, t) are n-vectors we have:
u'v=1.

» When m > n we can replace the constraints with

v’ =1,.

» For m = n (u(x, t) and v(x, t) are square matrices) either of the above
special algebraic constraints lead to a trivial flow. In this case one
needs the more general algebraic constraint

UTVUT:UT7 VUTV:V.
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o Pseudo-Hermitian reduction conditions
The Lax pair above is subject to

HL(=MNH = L()\),  HA(=\)H = A()),
for H = diag(—1,,, 1,). If we impose an extra reduction
EminSTE€min=5,  EminAl1€min=A12
where

Emtn = diag(Em, En), Em =diag(e1,€2,...,€m),
&, 2 _

then we immediately have
v=_Cu*E,, b=_¢&,a*¢,,.

That reduction condition is called pseudo-Hermitian.
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@ The zero curvature condition [L(A), A(A)] = 0 leads to the
connections:

a = i (u(vTu)X - (uvT)Xu) ,
b =i ((vuT)Xv - v(uTv)X>
and the matrix system:
iug + [(uvT)Xu — u(vTu)X]X = 0,

ivy + [v(uTv)X - (vuT)Xv] = 0.

X
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Ve Reuks Rl

o Examples

Example

Let us consider the case when m =1 and n > 2, i.e. u is a n-component
vector function.
Without any loss of generality we can set & = 1 and assume that at least
one diagonal entry of £, is 1. Then generalized HF acquires the following
form:

iy + Uy + <uu18,,u> =0

X
where u must satisfy
u'&u* =1.

That relation represents geometrically a sphere embedded in R?" provided
&, = 1, and a hyperboloid in R?" otherwise.

T. Valchev (IMI) 11/23



Integrable Hierarchy and Recursion Operators

o General flow Lax pair
Let us consider the following L-A pair:

L(\) :=idy — AS,

N
AQN) =10+ > NA;, N2

Jj=1

@ Recurrence relations
The condition [L(A), A(A)] = 0 gives rise to:

[S,An] =0,

0 A — [S, Akl =0,  k=2,...

OxA1 + 0:S = 0.
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o Splitting of the coefficients

In order to resolve the recurrence relations we apply the following

"adapted"splitting
A=A+ AL =1, N
of the coefficients of A()), i.e. a splitting such that
[S.All=0

It is easily seen that
a — 0

Taking into account the constraint S3 = S one picks up

An — envS, N=1 (mod2)
N CN51, N=0 (mod2)’

where
2r

m-+n

S1=5%—
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@ Resolving the recurrence relations through generating operators

AA? +iciad c1Sy,, j=0 0d?2
7_1 — { i 1 _/a’ S 1,X .j (m ) CJ G R

NN +igad 'S, j=1 (mod2)’

where

A = iaud_;1 {8X(.)a - %3;1tr {5(3X(.))d}

~ (m+n)S1x
2r(m+n—2r)

oL [sl(ax(.))d] } .

The symbol 0, stand for the (formal) right inverse operators of Oy
and

1
ad ! = Z(Sadg —ad}).

The operator A2 is called recursion (generating) operator.
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@ Description of the integrable hierarchy
An arbitrary member of the integrable hierarchy can be written down

as follows:

iad 5151- + Z czkA2k51 + Z Czk_l/\zk_ls = 0.
k k

where we have extended the action of A on the S-commuting part by

requiring
AS :=1iad glsx, NS = 1iad 5151’)(.
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Recursion Operators

o Giirses-Karasu-Sokolov method
An alternative approach to find recursion operators is Giirses-Karasu-
Sokolov method. In order to see how it works, let us consider the
(original) Lax representations:

iL, = [L V],
iL, = |[L,V]
where
L) =io s, s— (0 reC
1% ’ “\v 0 ’
and
N ) N+2
V(Xa t, )‘) = Z )\kAk(Xa t)v V(Xv t, )‘) = Z )‘kAk(X7 t)
k=1 k=1

are two adjacent flows with evolution parameters t and T respectively.
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o Interrelation between V and V
Due to the condition

HV(-\H=V()\),  HV(-AH=V(\), H=diag(~1m,1,),
the flows V and V are interrelated in the following way:
V(x,t,A) = A2V(x, t,\) + B(x, t, \).

@ Recurrence relations of Lax representation
After substituting the above relations in the Lax representation, we
obtain:
iL, =iNLe + [L, B].

The remainder B is sought in the form (this implies N = 2):

B(x,t,\) = N Bo(x, t) + ABi(x, t).
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After substituting the explicit expression for B, we get the recurrence
relations:

i9:5S+[S,B2] = 0,

10xBy — [5, Bl] 0,
0.5 + 0,B;

which are resolved to give
S, =ad sN\%ad §'S;.
Since we may also define the recursion operator R as
S; = RS,
we immediately see that
R = ad sA%ad '
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Conclusion

Conclusion

@ We have introduced a matrix system containing all the known models
generalizing the classical HF. As a particular case we have a pseudo-
Hermitian reduction (not a complete description of all admissible
reductions).

@ We have demonstrated how one can describe an integrable hierarchy
of a matrix HF in terms of recursion operators. This is not the most
general hierarchy related to it however.

@ We have applied the Giirses-Karasu-Sokolov method to construct
recursion operators and compared them with those obtained in the
analysis of recurrence relations of the zero curvature condition.
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Appendix

Let us consider the Lax pair:
1
L(A) =10x — AS1 — Xs_l’
AN =10+ Y MAL
k=—2,...,2

(0 dT _ 0 Knu'K,
Sl_(v o)’ S_l_(Kanm

are defined for some n x m matrices u(x, t) and v(x, t) = E,u*Ep,.
Moreover, we have

where

K = diag (k..o km)s  Ko=diag(kmit,. oo kmin)y K =1,

Em = diag(er,....€m), En=diag (Em+1,---,€mtn)s 612 =1
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The above Lax pair is subject to the Z; x Z; reduction

HL(-\H = L()),  HA(=A\)H = A(\),
KL(L/AK = L)),  KA(L/AK = A())

where H = diag (—1,,1,) and K = diag (Km, K»). We impose the

constraint:

UTVUT = UT.

For the condition [L, A] = 0 to lead to a local equation it is necessary and
sufficient m = 1. Then in the pseudo-Hermitian case the equation reads:

iu + [(UUT(Q,,,)XU]X + 4(UTK,,8”U)U = 0.

Constraint:
uTS,,u =1.
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